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M Check for updates

The World Health Organization has amandate to compile and disseminate statistics
on mortality, and we have been tracking the progression of the COVID-19 pandemic
since the beginning of 2020". Reported statistics on COVID-19 mortality are problematic
for many countries owing to variations in testing access, differential diagnostic

capacity and inconsistent certification of COVID-19 as cause of death. Beyond what is
directly attributable toit, the pandemic has caused extensive collateral damage that
hasledtolosses of lives and livelihoods. Here we report a comprehensive and
consistent measurement of the impact of the COVID-19 pandemic by estimating
excess deaths, by month, for 2020 and 2021. We predict the pandemic period all-cause
deathsinlocationslacking complete reported data using an overdispersed Poisson
count framework that applies Bayesian inference techniques to quantify uncertainty.
We estimate 14.83 million excess deaths globally, 2.74 times more deaths than the 5.42
million reported as due to COVID-19 for the period. There are wide variationsin the
excess death estimates across the six World Health Organization regions. We describe
the dataand methods used to generate these estimates and highlight the need for
better reporting where gaps persist. We discuss various summary measures, and the
hazards of ranking countries’ epidemic responses.

The COVID-19 pandemic caught the world unprepared, and it has
exacted atoll many would have considered inconceivable in the modern
erabeforeits emergence. As of 31 December 2021, more than 287 mil-
lion confirmed cases of COVID-19 across the world had been reported
to the World Health Organization (WHO) including 5.4 million deaths
(https://covid19.who.int/).

From the documenting of initial COVID-19 cases in Wuhan, China
in December of 2019 through to the WHO declaring it a pandemicin
March of2020", accurately tracking COVID-19 and itsimpact has been
riddled with challenges. An initial major challenge was developing
the diagnostic tools to correctly identify the presence of the virus.
Anumber of countries relied on pre-existing platforms to achieve this
and they quickly adapted and scaled up the available technologies to
allow for COVID-19 testing. However, many countries lacked such capac-
ity.Inaddition, countries have differedin their application of standards
for the certification of COVID-19 as the underlying cause-of-death?.
This has caused both country-level and worldwide assessment of the
spread andimpact of the pandemic tobeincomplete. An estimate of the
excess mortality associated with the COVID-19 pandemic is therefore
abetter measure of the overall impact of the crisis.

Excess mortality is defined as, “The difference in the total number
of deathsina crisis compared to those expected under normal condi-
tions”. Excess mortality accounts for both the total number of deaths
directly attributed to the virus and those resulting from the indirect
impact, such as disruption to essential health services or travel dis-
ruptions*. Excess mortality is a well established concept dating back

centuries’, and has been used extensively to estimate the toll of past
health crises and pandemics such as the 1918 ‘Spanish Flu®. The measure
overcomes the variationamong countries inreporting and testing and
the misclassification of the cause of death on death certificates’” and
requires only information on the total number of deaths during the
health crisis, and before, to establish the expected number of deaths.

Unfortunately, excess mortality cannot be directly estimated for all
countries owing to many not having the requisite all-cause mortality
(ACM) data. The WHO usually receives routine mortality data on an
annual basis following the year of death or after an even longer lag. Civil
registration and vital statistics (CRVS) systems differ across countries
with varying completeness, timeliness and quality control measures
for compiling unit record cause of death numbers into aggregates
identified by cause, age, sex, place and period of death® ™. Moreover,
differential reporting coverage, the absence of electronic surveillance
systemsinsome locations and limited investments in CRVS systems has
resulted in many nations lacking the structures necessary to provide
good-quality routine data, even before the onset of the pandemic.
Correspondingly, they lack the capacity and datarequired to monitor
ACM during this unprecedented pandemic. This results in numerous
countries being unable to contribute to the centralized systematic
mortality surveillance that would be necessary for the WHO to measure
global-, regional- and country-level excess mortality. Acknowledging
these datagaps, amodel-based framework, relying on ACMinformation
from countries for which dataexist and other relevant factors, hasbeen
developed by the WHO. The purpose of this framework is to estimate
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country, regional and global excess deaths from 1January 2020 to
31 December 2021 on a monthly timescale.

Process, methods and data

Detailed descriptions of the process followed, data used and methods
applied to generate the estimates of excess mortality within this paper
are provided in the Methods and summarized here. The WHO, in col-
laboration with the United Nations Department of Economic and Social
Affairs, assembled atechnical advisory group to develop guidance on
how to best estimate excess mortality in light of extensive data gaps.
Preliminary estimates were generated according to the advice of this
group and, following standard WHO procedures, a consultative process
wasinitiated with member states who assessed the input datasources,
methods and results, and provided feedback which was in turnused to
update the estimates. Ideally, we would have ACM data for all countries
and for all months. The reality is that such monthly national data are
available for only 100 countries (52%), with other countries having
annual data, subnational dataor no data. For thelatter three cases, we
predict the monthly data within a Poisson count model framework, as
detailed in the Methods.

The ACM data used for our modelling come from various sources
including nominated country focal points and public-facing databases,
and canbe characterized according to three criteria: whether the data
are nationally representative, what proportion of the two-year pan-
demic period they cover and the time periods to which the data are
aggregated.

By region, the monthly data that are available consist of only 6 out
ofthe 47 countriesin the Africaregion (13%), 23 out of the 35 countries
from the region of the Americas (66%), 9 out of the 21 countries from
the Eastern Mediterranean region (43%), 51 out of the 53 countries in
the Europeanregion (96%), 2 out of 11 countries in the South East Asia
region (18%) and 9 out of 27 countries in the Western Pacific region
(33%). There are 10 countries with subnational or annual data; 4 are
from the region of the Americas, 1from the European region, 3 from
the South East Asia region and 2 from the Western Pacific region.

We use aBayesian Poisson framework to estimate both the expected
deaths (for all countries and all months) in the absence of the pan-
demic, and the ACM for those countries with no such data during the
pandemic. In addition to the data on ACM, we gathered information
on specific variables with spatiotemporal variations considered to
be associated with changes in excess mortality over the course of the
pandemic. These variables are chosen based on the strengths of the
associations and availability across locations for the duration under
study. We consider several that are assumed to change by month such
asthe COVID-19 deathrate, the COVID-19 test positivity rate, aggregate
containment measures (combining lockdown restrictions and closures)
and average national temperature, together with others that are fixed
over the period of study including a high-income country binary indica-
tor, historic cardiovascular disease death rates and historic diabetes
prevalencerates. Alog-linear regression model on these variables, also
within the Bayesian Poisson framework, is used to predict mortality
levelsinthelocations without adequate reporting of mortality during
the pandemic. For a handful of countries, instead of covariates, their
subnational observed deaths are used to predict the national deaths
using multinomial models that assume the relationships estimated
between pre-pandemic subnational and national mortality persistinto
the pandemic. Finally, thereported or distributions of predicted deaths,
conditional on data availability, together with the derived expected
death distributions, are used to estimate monthly excess deaths in all
locations for the years 2020 and 2021.

There are many different facets to the monthly time series of excess
mortality that we may examine: (1) the raw excess counts, (2) the excess
rate (say per 100,000 of population), (3) the P-score, whichis theratio
of the excess to the expected and (4) the ratio of the excess to the

reported COVID-19 deaths. Each of the four metrics are not known
with certainty, even when we observe the total ACM over the complete
pandemic, because the expected numbers are estimated. In general,
between-region and between-country comparisons are difficult for
many reasons, including the different age structures of the populations.

Raw excess counts directly show the basic human toll of the pandemic
but are obviously critically dependent on the population size of the
group (forexample, country, region) over which we are calculating the
excess. The excessrate adjusts for the population, to produce summa-
riesthat are more comparable across countries. It would be preferable
to adjust for the age—-sex population structure of each country, but
unfortunately we do not have reliable excess counts by age and sex
for all countries of the world.

Another method to compare countries’ excess deathsisto normalize
the excess estimates by the expected number of deaths for the analysed
period, expressed as a percentage. This measure is know asa P-score'.
Forexample, if100 deaths were expected to occur and the actual num-
ber of deaths was 140, excess deaths would be 40 and the P-score would
be40%. The P-scoreimplicitly considers both the population size and
the age structure. Two countries may have identical population sizes,
but very different routine mortality because of the age structure. For
example, both Iran and Germany have asimilar population size of about
83 millionin 2019 but annual mortality that year was almost 2.5 times
higher in Germany"™, mainly due to the German population being much
older. For example, in Germany, 16% of the population are over the age
of 65whereasinlranitisless than4% (ref.’*). Hence, the expected deaths
are higher in Germany than in Iran. Continuing with this example, an
excess deaths estimate of (say) 100,000 in both countries would rank
themidentically on a per capita basis, but the P-score in Iran would
be higher than Germany’s owing to it being a higher relative increase
compared to the expected number of deaths.

Global, regional and income group summary

Globally, for the period January 2020 to December 2021, we estimate
14.83 million excess deaths with an uncertainty interval (Ul) of 13.23
millionto16.58 million, whichis 2.74 (Ul 2.44 t0 3.06) times higher than
the 5.42 million COVID-19 deaths reported to the WHO for this period.
Throughout the paper, the reported Uls are 95% Bayesian credible inter-
vals. We estimate 4.47 (Ul 3.91t0 5.07) excess deathsin 2020 and 10.36
(UI9.06 t011.97) in 2021 globally. Turning to the P-scores, there were
7.97% (U16.96%t09.03%) and 18.30% (U115.99% to 21.15%) increases in
deaths globally in 2020 and 2021, respectively, compared to what we
would have expected if the pandemic had not occurred.

The top panel of Fig. 1shows the cumulative excess and reported
COVID-19 deaths by month. We see the steepening of the curve in the
middle of 2021. This sharp increase is almost entirely due to the estimate
ofthe catastrophic wave that hit Indiaat thistime. Inthe bottom panel,
the monthly excess death rate per 100,000 is plotted, and again, the
peak towards the middle of 2021 is evident.

Inthe Extended Data Table1we provide summaries aggregated across
all 194 WHO member states to give global estimates for the period
January 2020 to December 2021. We also aggregate the member state
estimates according to the six WHO regions and for the same period.
The greatest contribution to the total is estimated for the SEAR region.
The ratio of excess mortality to reported COVID-19 mortality is greatest
inthe AFR and SEAR regions, although we must emphasize that these
are the regions with the greatest data paucity. As measured by the
P-score, the worst affected regions were AMR (22%) and SEAR (22%),
withEUR (17%) and EMR (12%) having intermediate values and AFR (8%)
and WPR (0%) having the lowest values.

In the Extended Data Table 2 we also provide the corresponding
summaries when the member state estimates are aggregated according
to the four World Bank income groupings. There are wide variations
across the respective economies but in general the estimates point to
excess mortality being magnitudes higher thanthe reported COVID-19
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Fig.1|Global excessandreported COVID-19 deaths and deathrates per
100,000 population. a, Cumulative global excess death estimates and

the cumulative reported COVID-19 deaths by month fromJanuary 2020 to
December2021.b, Global excess deathrates per 100,000 populationand the
reported COVID-19 death rates per 100,000 population, also by month, from
January 2020 to December2021. Onboth plots, the central lines of the excess
mortality series show the mean estimates and the shaded regionsindicate the
95% uncertainty intervals.

mortality. Over 50% of the estimated excess occurs in lower-middle
income economies. The low-income economies include much of
sub-Saharan Africa, which reported relatively few COVID-19 deaths.

InFig. 2 we plot P-scores by month globally and for each WHO region.
Theglobal P-scoreincreases steadily to the end 0f2020, and then drops
before a sharp increase in the middle of 2021, followed by a steady
decline. The striking peak is in SEAR for the middle of 2021 for which
we estimate that more than twice as many deaths have occurred, rela-
tivetothose expected for this period. AMR has apeakinJanuary 2021,
and EUR has a peak at the end 0f 2020, and then drops before steadily
increasingin2021.

Selected country summary
Figure 3 displays the excess deaths estimates and reported COVID-19
death counts for the 25 countries with the highest numbers of estimated
excess deaths, along with error bars for the uncertainty interval. The 20
countries with the highest excess estimates represent approximately
half (48.9%) the global population and account for over 80% of the
estimated global excess deaths for the January 2020 to December 2021
period. These countries are (in alphabetical order) Bangladesh, Brazil,
Colombia, Egypt, India, Indonesia, Iran, Italy, Mexico, Nigeria, Pakistan,
Peru, the Philippines, Poland, the Russian Federation, South Africa, the
United Kingdom, Turkey, Ukraine and the United States of America.
There are an estimated 4.74 million (Ul 3.31 to 6.45 million) excess
deaths for India alone in the period January 2020 to December 2021,
followed by 1.07 million (U1 1.05 to 1.10 million) excess deaths in the
Russian Federation, 1.03 million (U1 0.75 to 1.29 million) excess deaths
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inIndonesia and 932K (Ul 887K to 978K) excess deaths in the United

States of America. Figure 3 contains countries of all possible data types

in our model:

« Countries with full ACM data for the entire analysed period (Russian
Federation, United States of America, Brazil, Egypt, Spain and so on)
for which the uncertainty in the estimates comes from the expected
(counterfactual) number of deaths and is therefore relatively narrow.

« Countries withmixed ACM data (India, Indonesia, Turkey), that is, sub-
national data projected to the national level. This produces an addi-
tional layer of uncertainty from the projection of the information to
the national level.

« Countries for which ACM data were unavailable (Pakistan, Nigeria,
Ethiopiaandsoon), where the estimates are derived from the covari-
ate prediction model. In these countries the uncertainty is the highest
andresultsaretobeinterpreted with the greatest caution. However,
the estimated undercount in these countries is well within the plau-
sible range of undercounts as estimated for countries with full ACM
data.

The total estimated excess deaths are heavily determined by the
populationsize of each country. Figure 4 shows amap of the estimated
P-scores for 2020-2021, and Fig. 5 displays the 25 countries with the
highest estimated P-scores. Inboth figures the P-scores are calculated
using expected numbers over 2020-2021.

Fromthe P-score point of view, the worstimpacted countries gener-
ally have smaller populations than those from Fig. 3. For example, India
and the United States of America have the highest and fourth highest
estimated excess deathsin the world in absolute terms but the United
States of Americais absent from the top 25 and India is 21st in the list.
Ontheother hand, smaller countries such as Peru, Bulgaria and Bolivia
have been impacted more heavily, relative to population size, when
examining excess mortality in absolute terms.

Sofarasindividual countries are concerned, Peru has a devastating
P-score estimate of 97%, a doubling of deaths over the pandemic relative
to what was expected. Other countries with a large increase include
Ecuador with a51%increase in deaths and Bolivia with a49% increase.

Figure 6 maps theratio of excess deathsto reported COVID-19 deaths.
Thereisawiderange for this excess measure, with many countriesin the
AFROregion having high ratios, and countriesin Western Europe hav-
ingratios closer to1(withsome, such as France, having valuesbelow1).
Globally, over January 2020-December 2021, there were 5,420,534
reported COVID-19 deaths, and according to our estimates, the ratio
of excess to reported COVID-19 deaths is 2.74 (Ul 2.44 to 3.06), which
isahuge discrepancy.

Asmentioned previously, we estimate the highest cumulative excess
deathnumbers for India, accounting for 4.74 million deaths with a 95%
credible interval of (3.31, 6.45) million. We base this estimate for India
onsubnational data—we have mortality datafor17 statesand union ter-
ritories (out of 36) over the pandemic. Using a proportionality assump-
tion as discussed in the Methods and in Knutson et al.”>, we produce a
national estimate. In the Supplementary information we summarize
excess estimates from other studies that use different data sources
and illustrate that our estimates are consistent with these estimates.

Acrucial component of the excess calculationis the estimation of the
expected number of deaths. There are two elements to the calculation,
the mortality dataupon whichitis based and the model thatis adopted.
First, withrespect tothe data, the WHO adjust the raw mortality counts,
ifthereis perceived tobe any incompletenessin reporting (and the scal-
ing value may be carried forward to the pandemic period). We note that
aspartofthe process to produce excess estimates, country consultation
is carried out, in which the adjusted country numbers are shared with
nationally nominated focal points who are tasked with reviewing the
adjusted counts. Second, for the expected counts modelling, we used
splines both for the annual trend and for the within-year seasonal varia-
tion. A country for which the completeness adjustment and spline mod-
elling provided aless than satisfactory excess estimate was Germany.
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Under the default data process/spline modelling the excess estimate
was 195,000 with 95% credible interval (161,000, 229,000). However,
on closer examination this excess estimate was too high because of a
combination of data/model issues. For Germany, ACM in 2016-2018
were scaled up owingto the completeness assessment, whichleadtoa
dipinthe ACM sequencein2019. The annual splinefit to these adjusted
dataproduced expected numbers that were too low (and therefore an
excess that wastoo high). Hence, we reanalysed the Germany data with

unadjusted dataand alinear term, rather thanaspline. This produced
amorerealistic excess estimate 0f 122,000 with a 95% credible interval
of (101,000, 143,000).

For Sweden, we were concerned there were similar issues because of
an unnecessary completeness adjustment of the raw mortality figure
reported to the WHO in 2019 (the mortality count was lower than
recent counts). The original excess estimate was 11,300 (9,900, 12,700).
Oncloser scrutiny, we decided that this adjustment was not necessary
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and we redid the analysis for Sweden, againincluding alinear term for
the annual trend instead of a spline (for the same reasons as described
for Germany). This operation resulted in an estimate for Swedenthat was
higher, specifically 13,400 (11,700, 15,200). The changes in the excess
estimates for Germany and Sweden do not change the global or EURO
figures substantively (and the figures quoted in this paper are based
ontherevised estimates). Asaside note, for both these countries when
using the unadjusted data, both the linear and spline annual trend mod-
els produced similar excess estimates. However, using a spline for the
annualtrend canleadto sensitivity to the last year of pre-pandemic data,
and apriority going forward s to systematically compare and evaluate
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different models for producing the expected numbers, building on
recent work®. For the next round of estimates we will also revisit the
under-reporting adjustment procedure. More details onrevisiting the
Germany and Sweden estimates are in the Supplementary information.

Anaturalinclinationis to rank countries in terms of one of the metrics
we have discussed. Basing rankings on point estimates will often be
misleading because, particularly in the context of estimating excess
mortality, there will often be considerable uncertainty in the chosen
metric for agiven country.

Inthe Methods, weinclude anillustrative example of arankings analy-
sis, using the excess rate. We show how one can evaluate the (posterior)
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Fig.5|The 25 countries with the highest meanP-scores (excess deaths
relative to expected deaths). The plot shows the 25 countries with the highest
mean P-scores for years 2020 and 2021 after ranking all WHO member states
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with populations greater than200,000 by mean P-score from highest to
lowest. The mean for each countryis shownusingthe central grey dots and the
widths of the bars show the 95% uncertainty intervals.
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probability that the excess is greater in one country thanin anotherand
provide graphical summaries to aid ininterpretation. We also discuss
the temporal comparison of rankings. In the Supplementary informa-
tion, we describe a more substantive analysis that addresses how the
United Kingdom compared to countries of the European Union, interms
of the excess rate and the P-score, over the pandemic.

In general, one can rarely simply look at the excess rate and associ-
ated rankings and make statements concerning the manner in which
a country dealt with the pandemic, as there are many factors at play.
Theseinclude: the age structure of the population, the population den-
sity and cultural practices, the government responses during different
periods of the epidemic, how the population responded to government
actions, and the infectiousness and fatality rates of the various variants
that were present at different times.

Discussion

These estimates call our attention to four important points. First and
foremost, COVID-19 has resulted in marked global excess mortality:
14.83 million deaths (13.23,16.58) over 2020-2021.1n 2020, the excess
was 4.47 (3.91, 5.07) million and in 2021, the excess was 10.36 (9.06,
11.97) million. The majority of the countries in the world have seen
substantive increases in mortality.

Second, boththe reported and excess estimated toll of COVID-19 were
heavier in 2021 than in 2020. Third, excess mortality is much higher
thanreported COVID-19 mortality globally. Inmany countries COVID-19
deaths have been reported accurately, yet in others, the estimated
excess mortality is much higher than reported COVID-19 mortality,
occasionally by several orders of magnitude. In total, the estimates
show that global excess mortality is 2.74 times higher than reported
COVID-19 deaths. Finally, for almost half the countries of the world,
tracking excess mortality is not possible using the data that are avail-
able and for these we must rely on statistical models. Critically, the
missing countries are not randomly spread across the globe and so
the countries with missing data may be systematically different from
the sample of countries for which we do have data when we account
for the age distributions of the populations, the underlying disease
burdens of the countries, what is known about the strengths of their
health systems and potentially most importantly, when, and how the
pandemicevolved withintheir borders. These differences considered,

meanratio. The patternsindicate the quality of the all-cause mortality data
that were available for each respective country with the solid pattern showing
full or partial data, dots for mixed data and diagonal lines for no data.

some of the estimates and uncertainty intervals for locations for which
we know very little must be interpreted with caution.

Despiteits strengths, this study hasimportant limitations extending
beyond the data paucity mentioned above. The non-COVID counter-
factual trend is derived using historical data and is sensitive to the
assumptions made in the forecast. The weight given to recent data
yearsrelative tothose further backintime, and how smoothly changes
overtimeare projected to persistinto the pandemic period, caninflu-
ence the expected levels. We used spline models as the basis for the
modelling of the expected numbers, but as we have mentioned will
revisit this choice for the next round of estimates, as such models can
produce inappropriate extrapolations. Another limitation relates
to the quality of the input data used. The completeness of observed
deaths and the consistency in quality as well as construct validity for
the various covariates used in the regression model, impact the accu-
racy of the empirical estimates of excess and the robustness of the
predictive model for deriving excess for countries in which deaths
have not been observed®. Currently, completeness of reporting dur-
ing the pandemic is based on historic completeness of registered
deaths relative to the WHO Global Health Estimates (GHE)". The GHE
uses multiple data sources to generate country-, age-, sex-, year- and
cause-specific mortality estimates, which in turn undergo extensive
country consultation. However, comparing 2019 estimates of the GHE
toregistered deaths fromeven high-quality registration systems, some
differences are observed. Subsequentiterations of the excess mortal-
ity work will include updates to how the expected deaths are derived
and how completeness of reporting is calculated and extrapolated to
the pandemic period.

The greater proportion of global excess is derived using observed
mortality data and the estimated toll is staggeringly high. To place
these estimates in context, the leading cause of death in 2019 was
ischaemic heart disease, with 8.9 million deaths (https://www.who.
int/news-room/fact-sheets/detail/the-top-10-causes-of-death). Infor-
mation on the leading causes of death is not currently available for
the pandemic years, but we would expect COVID-19 to be among the
leading causes of deathin 2020 and the leading cause of death in 2021.
We estimate that the mean global per capita excess mortality rate was
0.06%in2020, more than doubling to 0.13% in 2021. This surpasses the
influenza pandemics 0f1957,1968 and 2009 (estimated at 0.04%, 0.03%
and 0.005%, respectively)'s. However, the 1918 influenza pandemic was
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magnitudes higher, with an estimated 1.0% per capita excess mortal-
ity rate, or 75 million global excess deaths when adjusted to the 2020
population',

Excess mortality quantifies theincreasein mortality fromall causes,
including direct COVID-19 deaths, indirect COVID-19 deaths (for exam-
ple, health-system overload) and strictly non-COVID-19 deaths (for
example, those resulting from other health shocks such as violent
conflict or disasters). These estimates from the WHO cannot quantify
the relative importance of each of these factors. However, consider-
ing the low levels of excess mortality in countries in which COVID-19
transmission, infection and mortality rates were low during some of the
analysed period (for example, Malaysia, Mongolia, Uruguay in 2020)
or its entirety (for example, Australia, Japan, New Zealand), suggests
that in many countries the greater proportion of excess deaths can
be attributed to COVID-19 directly. In fact, where accurately quanti-
fied, excess mortality may provide areliable lower-bound on COVID-19
deaths considering that for several countries, we have mortality deficits
or negative estimates for certain months. The greater number of these
countries have high-quality reporting systems and this deficit is due
to deaths from non-natural and natural causes decreasing during the
analysed period”and there having beenless severe influenza seasons
in 2020 and 2021 relative to previous years'. In many such countries,
mortality improvements may be attributable to health systems being
especially geared up torespond, the populations seeking early atten-
tion because of heightened sensitivity to health issues, compliance
withpublic health and social measures that could reduce transmission
of other infections and containment measures such as lockdowns.
However, we are also aware that there have been non-COVID-19-related
crises that have been experienced by some countries, for example, the
conflictin Armenia, for which only a proportion of the excess mortality
in 2020 would rightly be associated with COVID-19.

The alternative to excess mortality estimates—that is, relying on
reported COVID-19 deaths—represents a severe undercount of the toll.
Indeed, even in countries with ACM data for which the estimates are
much more certain, mortality has risen substantially such that excess
mortality is much higher thanreported COVID-19 deaths, whether itis
by 50% or by several hundred per cent. There is very little chance that
the countries for which ACM data are not available have been able to
report COVID-19 deaths accurately. Thereis ample, albeit preliminary
evidence from many countries for which ACM data were not obtained
(such as Pakistan and Haiti), that mortality has increased, and excess
mortality is much higher than reported COVID-19 deaths. As another
example, in the Africa region for which ACM data are most lacking,
recent studies have highlighted the underestimation in the reported
statistics?. In this region, the direct estimates of the ratio between
excess mortality and reported COVID-19 deaths spans the gamut from
about1in Tunisia to 2.62 in South Africa, 12 in Egypt and over 20 in
Algeria. Thus, although atotal regional estimate of aratio of 8.03 might
seem high at first glance, it is well within bounds of the more certain
ratios and the true, yet unknown ratio, may very well be even higher
both regionally and globally. As already noted, the excess estimates
forsub-Saharan Africaare the least robust because of a paucity of data.

In the two years within which the COVID-19 pandemic has severely
impacted humanity, important lessons remain to be fully documented
and harnessed as part of the global public health surveillance capacity.
First, the urgent need toimprove dataand healthinformation systems
andthe way dataare collected, analysed, shared and reported. Second,
the required alignments of communicable disease surveillance with
the continuous strengthening of health information systems and their
integration with other existing routine surveillance systems, and with
demographic and geographic monitoring systems to facilitate timely
and targeted interventions. COVID-19 surveillance must also be com-
bined with Universal Health Coverage and the International Health
Regulations monitoring and related indicators for health-system
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preparedness, including vaccine coverage and water, sanitation and
hygiene services.

As shown in the Supplementary information, there is a more than
doubling of excess deaths when comparing 2021 to 2020. Despite
the advances in diagnostics and therapeutics in 2020 and the rapid
development of vaccines throughout the year, the end of 2020 saw
the permeation of the virus into highly populous societies that had
previously suffered limited exposure. In 2021, the rise in infections
outpaced theroll-out of vaccines inmany such locations and this either
led to or was worsened by the emergence of more infectious, higher
fatality, SARS-CoV-2 strains such as the Delta variant. We can speculate
about how vaccine hesitancy, premature relaxation of containment
measures and a global COVID-19 ‘fatigue’ contributed to how the pan-
demic developed but this is animportant area for further study. And
although the variants of SARS-CoV-2 continue to emerge (https:/www.
who.int/activities/tracking-SARS-CoV-2-variants) and are sequenced to
identify variants that are likely to produce more serious illness, there
remains limited information in real time to track themto create early
warning systems of global import. This is critical as even the impact
of less severe variants such as Omicron cannot be discounted among
unvaccinated and older adult populations?.

To emerge from this crisis, the world needs to be able to monitor
mortality and morbidity with real-time, reliable and actionable data.
Strengthened country capacity for dataand information requires col-
laboration across governmental and non-governmental institutions,
including ministries of health and finance, hospitals, insurance com-
panies, charities, national statistics institutions, offices of the registrar
general, local and regional government, think tanks, academia and
more. Monitoring systems of specific causesand ACM at the national,
regional and global levels may serve as an early warning system for
future health emergencies that will allow more timely responses to
preventlocal outbreaks frominflicting harms onlives and livelihoodsin
theirimmediate surroundings and across the world. Gapsin knowledge
and data lead to gapsinresponse. It is thus vital for future responses
that countries have well-functioning CRVS systems, which are the foun-
dation upon which monitoring, prevention and future advancements
onhealthrest.

WHO has made all of the results of the excess mortality estimates
publicly available in an interactive web application at https://world-
healthorg.shinyapps.io/covid19excess/. This tool allows transparent
exploration of estimates fromthe country level up to the regional and
global levels. All data and code are available at https://github.com/
WHOexcessc19/Codebase, so that our analyses and the results are
completely reproducible.

The WHO excess mortality model is a live model that will be peri-
odically updated given additional mortality data as well as data on
covariates of relevance. We will also continue toimprove the statistical
framework and model. These estimates also serve as inputs to other
important projects such as WHO’s GHE” and the UN’s World Population
Prospects™. Although WHO has made preliminary results available
disaggregated by broad age groups and by sex for every country, region
and the world and documented the method to do this?, thisis work in
progress and hence will be reported in a future paper.
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Analysis

Methods

Process

The process for producing the estimates of excess mortality consisted
ofthree main steps. First, a Technical Advisory Group (TAG) was estab-
lished to develop aset of methods that were used to produce estimates
of excess deaths associated with the COVID-19 pandemicin countries.
Second, WHO member states were consulted on the estimates, input
data sources and methods. Finally, feedback from the countries was
thenincorporated into the modelling to update the estimates. The
details of each step are described below.

InFebruary 2021, the WHO, in collaboration with the United Nations
Departmentof EconomicandSocial Affairs, formedthe TAGon COVID-19
Mortality Assessment to advise on the development of analytical
methods for estimating excess mortality in all countries. The TAG is
composed of leading demographers, epidemiologists, economists,
dataandsocial scientists and statisticians from arange of backgrounds
and geographies. A complete list of the TAG members is provided at
theend of the paper.Inaddition to determining the levels and the age
and sex distributions of the excess deaths associated with the COVID-19
pandemic, the expertise of the TAG has been leveraged to study the
impact of the pandemic on broader areas such asinequality in COVID-19
mortality between and within countries, death registrationand report-
ing systems, and how existing surveys and censuses can be used to fill
in data gaps to quantify the impact of the pandemic. At the time of
writing, this work is still ongoing.

In August 2021, acircular letter was sent to all WHO member states
tonominate focal points to take partin country consultation. Member
states were requested to review and provide feedback on the prelimi-
nary estimates of COVID-19 excess mortality and submit additional
data that may not have been previously available to WHO. The first
round of the country consultation was conducted between October
and November 2021 through WHO’s Country Portal, an online plat-
form to facilitate data exchange between member states and WHO,
for which the draft estimates and methodology for each country were
made available to the designated national focal points. Countries
that had not nominated afocal point were approached through their
respective WHO country office or permanent mission in Geneva,
Switzerland.

Between October2021and February 2022, aglobal technical consul-
tation and two information sessions with member states were held to
brief them on the progress and exchange views on the methodology.
Aseries of regional webinars and technical consultations withindividual
countries were also organized for further discussion on input data,
methods and estimates. By the end of March 2022, 140 countries (or 72%
ofthe 194 member states) had participated in the country consultation,
65 had provided some data and 76 had provided feedback, which was
then used to generate updated estimates. The revised estimates for a
24-month period from January 2020 to December 2021 were shared
with the national focal points in March 2022.

The process of generating the estimates of excess mortality asso-
ciated with the COVID-19 pandemic has followed the Guidelines for
Accurate and Transparent Health Estimates Reporting®. Inview of the
fast-changingsituation surrounding the pandemic, the excess mortal-
ity estimates will continue to be refined and revised as more data are
identified and the methodology evolves over time.

Data

The specific countries from each region for which data have been gath-
ered are listed in the Supplementary information and are shown in
Extended DataFig. 1. Estimates of the excess mortality associated with
the COVID-19 pandemic require historical ACM data that can be used
to generate the death numbers under a hypothetical non-COVID-19
scenario, as well as ACM data for the target years against which the
counterfactual is contrasted to calculate the excess. In the absence of

nationally representative data, subnational data canbe used to estimate

national totals.

Reported ACM data at the national level on a weekly or monthly basis
areavailable for only a subset of countries. The dataused in this study
span multiple sources:

« Dataroutinely shared with WHO as part of its standing agreement with
member states as well as specifically provided to WHO in response
to adata call for this project.

« Data that have been reported by European countries to Eurostat
according to the European Statistical System?®.

« Data that have been compiled for the Human Mortality Database as
part of the Short-term Mortality Fluctuations project®?.

« Data that have been compiled in the World Mortality dataset®.

Additionally, annual level data for 2020 and/or 2021 were obtained
from the national statistics offices of China***®, Grenada®, Saint
Kitts and Nevis*, Saint Vincent and the Grenadines®, Sri Lanka®? and
Vietnam®,

The countries with current reported ACM generally have ACM data
for the pre-pandemic period as well. For those without such historical
data, the WHO GHE** database was used. Using the annual historic
mortality we forecasted expected ACM to 2020 and 2021, to provide
the expected mortality in these locations. The method for this forecast
will be described shortly.

Inadditionto the dataonreported ACM and the estimates fromthe
GHE, the final dimension to the input data are variables that can poten-
tially be used as predictors for excess mortality inthose countries/time
periods without ACM data. The strategy applied to create a covariate
list was pragmatic and focused onidentifying those variables that have
beenfoundtobe contextuallyimportantand that have been measured/
estimated in the majority of countries. The predictor variables are com-
posed of both time-varying and time-invariant variables. Time-varying
variableswere thetest positivity rate, temperature, confirmed COVID-19
deathrate per 100,000 population (which is reported to the WHO),
COVID-19 positive test rate per 100,000 population (from Our World
in Data https://ourworldindata.org) and a variable constructed from
anumber of containment measures®. The COVID-19 death rate and
the positive test rate are available for all member states for the entire
period (https://covid19.who.int/). The time-invariant variables were a
binary measure of the income level (low/middle versus high) and the
historic diabetes prevalence and cardiovascular mortality rates as
estimated by the Global Burden of Disease project’.

Subnational-level (states, provinces, cities, collections thereof and so
on) datawere obtained from various sources for Argentina*®, India®*,
Indonesia* and Turkey**.

Statistical models
We write the excess in country c at time t as

6c,t= Yo Eco 1

whereY, ,istherealized ACMand £, ,isthe ACM that would be expected
inthe absence of the pandemic. Even for countries with fully observed
ACM during the pandemic the excess is a random quantity, because
wedonotknow the counts £, that would have occurredin the absence
ofthe pandemic—thelatter is the result of amodelling exercise, which
produces forecasted ACM, with associated uncertainty.

The major challenges for modelling are to form acoherentapproach
intheface of disparate datasources of varying degrees of quality and in
different spatially and temporally aggregated forms. We constructed
amodel from first principles within a Bayesianinferential framework,
and as afirst step developed a framework in which we directly model
theraw death counts (as opposed to derived quantities such asrates).
Death is binary, and so must follow a Bernoulli distribution, and it is
also statistically rare, and so the Bernoulli can be accurately approxi-
mated by a Poisson distribution. The advantage of the latteris thatitis
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amenable to manipulation when one considers subsets of availability
such as over space (when subnational data only are available) or over
time (when annual counts only are available). Inthe Poisson model the
variance equals the mean, which is restrictive as mortality data typi-
cally exhibit greater variability than the nominal variance. Hence, we
use models that allow for such excess-Poisson variation.

For modelling all countries of the world we need to consider various
data situations. Although some countries have full data, others have
annual or subnational data only, and for countries with no data we
need to build a predictive model based on country-specific variables.
Extended Data Figure 2 shows the relationship between the different
models, and how they feed into the excess calculation.

Model for expected numbers

For all countries and time points we model the expected numbers on
the basis of historic data (for most countries, the period 2015-2019
was used for this modelling). We use a negative binomial model that
allows for excess-Poisson variation. The annual historic yearly trend
in ACM is modelled using a spline model, and within-year variation
using aseasonal spline model. A splineis aflexible approach to model-
ling that allows departures fromalinear association*. A negative bino-
mial model has two parameters, amean (whichis obtained fromspline
components), and ascale parameter that accounts for excess-Poisson
variation. The mean count for country c and inmonth ¢ is modelled as:

Mean count_ ,=exp(annual trend, + seasonal component_ )

where the annual trend uses a thin-plate spline and the seasonal com-
ponent uses a cyclic cubic spline. After fitting to pre-pandemic data,
we project the modelled trend forward to predict expected counts, by
month, for 2020 and 2021. There is uncertainty in these predictions,
which we incorporate into the excess mortality uncertainty intervals
we produce.

For some countries, we only have national historic ACM data. For
such countries we model within-year variation using temperature as
asurrogate for seasonality. Full details of allmodelling steps are given
inKnutsonetal.”.

Model for countries without full pandemic data

For almost half of the 194 WHO member states we do not have the ACM
counts over the pandemic, and so must predict them using country
characteristics. We choose a simple form for this prediction model,
with mean

E[Y, | Ec,t] =Ec,t0c,tr (2)

where §, > Ois arelative rate parameter. If §, . >1, then for country ¢
and atmonthtthe mortality is greater than expected, whereasif g, , <1,
then for country ¢ and at month ¢ the mortality is less than expected.
We used G time-invariant variables, Z,. (these are annual values from
2019). These were an indicator of high income and/or low or middle
income, the cardiovascular mortality rate in 2019 and the diabetes
prevalenceratein 2019.In addition, we used Btime-varying variables:
acontainment variable (it is calculated using all ordinal containment
and closure policy indicators and health-system policy indicators, for
further details see Hale et al.*), the square root of the reported COVID-19
deathrate, temperature and the COVID-19 test positivity rate. We then
build alog-linear model for the rate parameter:

G B
IOgec,t= a o+ Z ygzgc + Z ﬁb[Xbct
Intercept g=1 b=1
Time-invariant contributions  Time-varying contributions ~ (3)
+ €C,t
——

Excess—Poisson variation

where exp(yg) and exp(ﬁbt) denote relative rate parameters and
€..~N(O, o2 areindependenterror contributions that pick up random
variation unexplained by the log-linear regression function. The
time-varying coefficients allow the associations to evolve during the
pandemic. As we desire the evolution to be smooth in time, for these
time-varying coefficients B. weusea random walk of order 2 (RW2)
prior that encourages smooth estimates*. In equation (2) above, we
have conditioned on known expected numbers. In reality, and as just
described, these are modelled to give a distribution over plausible
values. The uncertainty in the expected predictions £, .is wellmodelled
by agammadistribution, and the advantage of this choiceis thatit can
be conveniently combined with a Poisson model to produce a negative
binomial model with the log-linear mean given by equation (3). Full
details (including evidence of the accuracy of the gamma model) can
be found in Knutson et al.”.

This model was fitted to all countries with observed monthly ACM
data over some portion of 2020-2021, using the integrated nested
Laplace approximation method*, to obtain posterior distributions over
the unknown parameters. The resultant posterior distribution reflects
the uncertainty in the parameters (both in the expected numbers and
the log-linear covariate model), and can be used to construct a predic-
tive distribution for the ACM in countries with no data or partial data.

For some countries, only subnational datawere available, and sowe
construct a model for the national ACM data using a proportionality
assumption, expanding on previous work*s. We describe the modelin
the context of India. We use ACM data from 17 states and union terri-
tories out of 36 (data from different numbers of states are availablein
different pandemic months) to infer the national total, under the
assumption that the proportion of deaths in the states with available
dataremains approximately constant over time. For example, ifastate
historically accounts for 10% of deaths in India, one would predict a
national death total of 10x the observed number of deathsin that state
only. Under the Poisson framework, this proportionality assumption
yields a multinomial distribution for the fractions of deaths and we
can predict the unknown national totals over the course of the pan-
demic after fitting the multinomial model.

Extensive model validation was carried out for both the countries
with no data, and those with subnational data only. Thisincluded exer-
cises in which we systematically removed all data for each country in
turn, or we removed data for all countries for single months. We then
predicted these removed data using the retained data and evaluated
model performance using metrics such as bias and the coverage of
predictionintervals. Results for these exercises canbe foundin the sup-
plementary materials of Knutson et al.”>. We emphasize that the model
(3) isnot used for countries with subnational data.

For other countries that have annual (but not monthly) national
data during the pandemic, we lean on the fact that the distribution of
Poisson monthly counts, given the annual count, is multinomial with
probabilities that are the normalized rate parameters, that is,

EC,[BC,t

P:=n .
2 Ec,t’ec,t’
t'=1

where the rates 6, , are defined via the log-linear covariate model (3).
This gives us a way to apportion the annual counts to the constituent
months.

Our approach, differs from those of the other two global endeav-
ours of the Institute for Health Metrics and Evaluation (IHME)* and
The Economist™. We have used a very conventionalstatistical modelling
approachinwhichaparametric modelis fitted using Bayesian inferen-
tialmachinery, and with the models for different data types being con-
sistent with each other to make the country by country results directly
comparabletoeachother. Asanexample, if the mortality in subnational
regions are Poisson random variables, then the sum (the mortality inthe
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country)isalso Poisson. Further, given the total mortality ina country
the subnational counts follow amultinomial distribution. Our frame-
work exploits these relationships when we formulate models for the
situation in which we have subnational data only. Similarly, our annual
model (for countries with such data only) is consistent with the monthly
models we use for the majority of the countries. The IHME approachis
unprincipled and not transparent and corresponds to anumber of steps
beingbolted together, withouta coherent model tying themtogether.
Rather thanusingadirect count model based on a Poisson framework,
the IHME approach models the log of the excess rate as a function of
covariates, without any weighting, so that the population sizes of the
different countries do not feed into the uncertainty calculation. A fun-
damental problem with the overall approach is that the uncertainty
intervals are constructed inanon-standard and ad hoc way, so that the
confidenceintervals, in particular, willnotbe accurate representations
of the true uncertainty. The Economist approach models the excess
rate with a flexible tree-based machine learning technique, gradient
boosting. The approach s clearly described and uses a resampling
technique, the bootstrap, to form interval estimates, but there is no
theory tosupportthe use of the bootstrap with boosting, and so again,
theuncertainty intervals should be viewed sceptically. A full description
and critique of the alternative methods are available in Knutson et al.”.
Inthe Supplementary information, we provide acomparison between
point and interval country estimates obtained by the methods of the
WHO, IHME and The Economist.

P-scores

Recall that the P-score is defined as the ratio of the excess to the
expected, expressed as a percentage. Mathematically, this corresponds
to,

Yo~ Ec,t

PSc, =100 x ==,

c,t

andPS, ,>-100, with zero deaths corresponding to -100, negative
values corresponding to fewer deaths than expected and larger positive
values correspondingtoincreasing levels of relative excess mortality.
Under the model (2), we haveE[Y, ] =E_ 6, ,sothat

E[PS.,]1=100x (6. ,-1).

For countries whose ACM is unobserved, the rate is modelled via
the log-linear form (equation (3)) which gives a specific form to the
manner in which we assume the P-score changes as a function of
country-specific covariates.

Rankings
A natural, if sometimes unfortunate, inclination is to attempt to rank
regions or countries in terms of the various metrics. Statistically, this
is fraught with difficulties. The easiest approach, which is often fol-
lowedinthe media, is to simply rank on the basis of a point estimate of
the metric, such as the mean or the median. The obvious problem with
this approach is that the uncertainty in estimation is not accounted
for. Using the Bayesian machinery that we use for inference we can
account for the uncertainty probabilistically. In the simplest case of
two countries, let X; and X, represent the excess rates in countries 1
and 2, respectively. We can then evaluate the (posterior) probability
that X; > X,, and report this, rather than a binary statement that coun-
try 1has ahigher rate than country 2. The extension to multiple coun-
triesisimmediate, asis the ability to calculate the probability of a higher
rate in one country as compared to any collection of other countries.
Forillustrationoftheissuesofassessingrankings, weselectsixEuropean
countries that have overlapin their excess rate uncertainty (thatis, pos-
terior) distributions. In the left panel of Extended Data Fig. 3 we dis-
play posterior distributions for the excess rates of the six countries,

ordered from top to bottom by highest to lowest median excess rate.
Thereis clearly overlap in many of the distributions, but quantitative
statements on the rankings require more than these plots. Inthe right
panel of Extended Data Fig. 3 we present scatterplot representations
ofthe bivariate probability distributions describing the relationships
between pairs of countries. The red lines offer a reference by which we
can evaluate the ranking probabilities (by calculating the fractions of
points that are either side of the line). For example, the probabilities
that the rate for Slovenia is greater than that of each of Italy, Estonia,
Spain, the United Kingdom and Portugal are 0.546, 0.749,0.988,0.992
and 0.999, respectively. Even these plots do not give the complete
picture as they are two-dimensional summaries of a six-dimensional
object (the probability distribution over the six rates). We can provide
other summaries, forexample, the probability that the rate in Slovenia
isgreater than the ratesin all of the other five countries is 0.479.

The rankings just discussed are based on the cumulative excess
rate over January 2020-December 2021. Another potentially inter-
esting summary is the relative rankings of countries’ rates over time.
InExtended DataFig. 4 we plot the excess rate over time (top panel) and
the ranking probabilities (bottom panels). In each month, we calculate
the probabilities that the rate of each country is highest, second highest
andsoon.In2020, we see that among the six countries considered, Spain,
the United Kingdom and to alesser extent Italy, have high rates, whereas
in2021, Italy and Sloveniaand to alesser extent Spain have highrates. The
ratein Estonia is generally low, apart from the last few months of 2021.

The Supplementary information contains amore substantive exam-
ple where we consider the rankings of 27 countries of the European
Union and the United Kingdom over time, in terms of both the excess
rate and the P-score.

Reporting summary
Furtherinformation onresearch designisavailablein the Nature Port-
folio Reporting Summary linked to this article.

Data availability
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inputfileslocated at https://github.com/WHOexcessc19/Codebase. The
sitealso contains all generated quantities and output datasets. Source
data are provided with this paper.
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at https://github.com/WHOexcessc19/Codebase, which allows the
estimates to be reproduced.
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I Full national
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Extended DataFig.1|Mapping the availability of all-cause mortality data.
The countriesindark blue have all 24 months of data available for January 2020
toDecember 2021 whereas those in purple have monthly data available but for

less than 24 months. For the countries ingreen we only have either subnational
orannual dataforsome or all of the period and for those in yellow do not have
anyrepresentative all-cause mortality data available for the pandemic period.
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Extended DataFig.2|Overview of modelling strategy to produce excess
mortality estimates for all countries. The flowchart outlines how the excess
mortality associated with the COVID-19 pandemicis estimated. By definition,
thisis the difference between the all-cause mortality (ACM) during the
pandemic period and that whichwas expected had the pandemic not occurred
(light-green). Starting with the historic monthly ACM data (light-blue) we apply
the Negative Binomial Spline model to generate the expected deaths for each
country. The datathatare available inform the modelling strategy employed to
calculate the pandemic period ACM (light-pink). For the places with full data,

Subnational Data
Multinomial
Subnational Model

Expected ACM
Negative Binomial
Spline Model

No Data

Overdispersed Poisson

Annual Data
Multinomial

Covariate Model Covariate Model

Excess = ACM - Expected

thereported ACM are taken as is. For those countries with only subnational
ACM data, aMultinomial Subnational modelis employed to derive national level
ACMbased onthe historic fractions of deaths observed in subnational regions.
Theoverdispersed Poisson Covariate model s fitted to countries with monthly
pandemicdata, and this modelis used to estimate pandemic period ACM for
countries without any reported ACM. The covariate modelis also used toinfer
the within-year monthly pandemic ACMin countries with only annual data, via
the Multinomial Covariate model.
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Extended DataFig. 3 | Excess mortality densities and ranking probabilities probabilities that the excess for the countrylabelled on the left exceeds the
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for six European countries. Right: Bivariate plots of pairs of excess rates (lower bivariate plot.
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Extended Data Table 1| Cumulative reported COVID-19 and excess mortality measures by region

Reported COVID-19 Excess Deaths

Excess Rate

Excess Deaths/

WHO Region  Period Deaths (Millions) (Millions) (per 100K) P-Score Reported COVID-19 Deaths

2020 1.90 4.47 57.63 7.97% 2.35
(3.91,5.07]  [50.34,65.29]  [6.96%, 9.03%] [2.06, 2.67]

Global 2021 3.52 10.36 132.22 18.30% 2.94
[9.06, 11.97] [115.55, 152.67] [15.99%, 21.15%) [2.57, 3.40]

2020-2021 5.42 14.83 95.12 13.16% 2.74
[13.23,16.58]  [84.83, 106.31] [11.73%, 14.71%)] [2.44, 3.06]

2020 0.04 0.37 32.99 4.73% 8.77
[0.16,0.56]  [14.73,50.30]  [2.11%, 7.21%)] [3.92, 13.38]

- 2021 0.11 0.88 76.51 11.25% 7.75
[0.66,1.09]  [57.46,95.00]  [8.46%, 13.97%] (5.82, 9.63]

2020-2021 0.16 1.25 55.02 7.99% 8.03
[0.91,1.58]  [40.10,69.55]  [5.82%, 10.10%] (5.85, 10.15]

2020 0.95 1.37 134.39 18.54% 1.44
[1.33,1.41]  [130.45, 138.53] [17.93%, 19.18%] [1.40, 1.49)]

R 2021 1.46 1.86 181.22 24.64% 1.27
[1.80,1.92]  [175.83, 187.24] [23.79%, 25.59%] [1.24,1.32]

2020-2021 2.41 3.23 157.90 21.63% 1.34
[3.15,3.30]  [154.33,161.34] [21.07%, 22.15%] [1.31,1.37]

2020 0.12 0.45 61.47 10.28% 3.74
[0.30,0.60]  [41.05,82.02]  [6.86%, 13.69%] [2.50, 4.99]

MR 2021 0.19 0.63 85.20 14.37% 3.29
[0.48,0.79]  [64.40,106.71] [10.83%, 17.98%] [2.49, 4.12]

2020-2021 0.31 1.08 73.44 12.33% 3.46
[0.87,1.30]  [59.24,88.90]  [9.94%, 14.93%] [2.79, 4.19]

2020 0.58 1.32 141.17 14.20% 2.25
[1.28,1.35]  [137.31,145.00] [13.77%, 14.63%] [2.19, 2.31]

- 2021 1.09 1.86 199.27 20.08% 1.72
(1.82,1.91]  [194.74,204.05] [19.57%, 20.62%] [1.68, 1.76]

2020-2021 1.67 3.18 170.25 17.14% 1.90
[3.13,3.24]  [167.34,173.40] [16.82%, 17.49%] [1.87, 1.94]

2020 0.18 1.20 59.60 9.03% 6.54
[0.70,1.72]  [34.41,85.07]  [5.23%, 12.92%] [3.78, 9.34]

. 2021 0.54 4.78 234.11 35.42% 8.90
[3.53,6.34]  [172.77,310.89] [26.14%, 47.09%] [6.57, 11.81]

2020-2021 0.72 5.98 147.27 22.30% 8.29
[4.53,7.75]  [111.43,190.68] [16.79%, 28.89%] (6.28, 10.74]

2020 0.02 0.23 -12.08 -1.68% -11.83
[-0.25,-0.22]  [-13.05,-11.12]  [-1.81%, -1.55%)] [-12.78, -10.89]

WeR 2021 0.13 0.35 18.20 2.51% 263
[0.16, 0.59] (8.44,30.16]  [1.16%, 4.16%)] [1.22, 4.36]

2020-2021 0.15 0.12 3.09 0.43% 0.78
[-0.07, 0.35] [-1.79,9.07]  [-0.25%, 1.26%] [-0.45, 2.28]

The measures shown are excess deaths, excess rates per 100,000 population, P-Scores and the ratio of excess to reported deaths. Estimates are aggregated by period for 2020, 2021 and both
years combined and by region defined as Global=194 WHO member states and then six WHO regions for AFR=African Region, AMR=Region of the Americas, EMR=Eastern Mediterranean Region,
EUR=European Region, SEAR=South East Asian Region, WPR=Western Pacific Region.



Extended Data Table 2 | Cumulative reported COVID-19 and excess mortality measures by income group

World Bank  Reported COVID-19 Excess Deaths  Excess Rate P-Score Excess Deaths/
Income Group Deaths (Millions) (Millions) (per 100K) Reported COVID-19 Deaths
HIC 1.93 2.09 86.66 9.46% 1.08
[2.03, 2.16] [84.03, 89.43] [9.15%, 9.78%] [1.05, 1.12]
UMIC 2.26 4.24 82.48 11.53% 1.87
[4.18, 4.31] [81.23, 83.79] [11.35%, 11.72%)] [1.84, 1.90]
LMIC 1.18 7.86 117.50 17.58% 6.65
[6.34, 9.60] [94.69, 143.45] [14.16%, 21.47%)] [6.36, 8.12]
LIC 0.04 0.64 47.33 7.02% 16.64
[0.43, 0.85] [32.22, 62.72] [4.78%, 9.32%)] [11.33, 22.06]

The measures shown are excess deaths, excess rates per 100,000 population, P-Scores and the ratio of excess to reported deaths. Estimates are aggregated over 2020 and 2021 and by the 2021
World Bank income groupings defined as HIC=High-Income Economies, UMIC=Upper-Middle-Income Economies, LMIC=Lower-Middle Income Economies, LIC=Low-Income Economies.
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points to submit data to WHO for rapid mortality surveillance.

Data collection Aggregation of all available data on demographics and select covariates.
Timing Data downloaded May 6th, 2022.

Data exclusions Non.

Non-participation Participation was based on availability of data.

Randomization N/A due to complete sample.

Reporting for specific materials, systems and methods

We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material,
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.

Materials & experimental systems Methods

Involved in the study n/a | Involved in the study

Antibodies |:| |:| ChIP-seq
Eukaryotic cell lines |:| |:| Flow cytometry

Palaeontology and archaeology |:| |:| MRI-based neuroimaging
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Antibodies

Antibodies used

Validation

Describe all antibodies used in the study, as applicable, provide supplier name, catalog number, clone name, and lot number.

Describe the validation of each primary antibody for the species and application, noting any validation statements on the
manufacturer’s website, relevant citations, antibody profiles in online databases, or data provided in the manuscript.

Eukaryotic cell lines

Policy information about cell lines and Sex and Gender in Research

Cell line source(s)

Authentication

State the source of each cell line used and the sex of all primary cell lines and cells derived from human participants or
vertebrate models.

Describe the authentication procedures for each cell line used OR declare that none of the cell lines used were authenticated.

Mycoplasma contamination Confirm that all cell lines tested negative for mycoplasma contamination OR describe the results of the testing for

mycoplasma contamination OR declare that the cell lines were not tested for mycoplasma contamination.

Commonly misidentified lines Name any commonly misidentified cell lines used in the study and provide a rationale for their use.

(See ICLAC register)

Palaeontology and Archaeology

Specimen provenance

Specimen deposition

Dating methods

Provide provenance information for specimens and describe permits that were obtained for the work (including the name of the
issuing authority, the date of issue, and any identifying information). Permits should encompass collection and, where applicable,
export.

Indicate where the specimens have been deposited to permit free access by other researchers.
If new dates are provided, describe how they were obtained (e.g. collection, storage, sample pretreatment and measurement), where

they were obtained (i.e. lab name), the calibration program and the protocol for quality assurance OR state that no new dates are
provided.

|:| Tick this box to confirm that the raw and calibrated dates are available in the paper or in Supplementary Information.

Ethics oversight

Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance
was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Animals and other research organisms

Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research, and Sex and Gender in

Research

Laboratory animals

Wild animals

Reporting on sex

Field-collected samples

Ethics oversight

For laboratory animals, report species, strain and age OR state that the study did not involve laboratory animals.

Provide details on animals observed in or captured in the field; report species and age where possible. Describe how animals were
caught and transported and what happened to captive animals after the study (if killed, explain why and describe method; if released,
say where and when) OR state that the study did not involve wild animals.

Indicate if findings apply to only one sex; describe whether sex was considered in study design, methods used for assigning sex.
Provide data disaggregated for sex where this information has been collected in the source data as appropriate; provide overall
numbers in this Reporting Summary. Please state if this information has not been collected. Report sex-based analyses where
performed, justify reasons for lack of sex-based analysis.

For laboratory work with field-collected samples, describe all relevant parameters such as housing, maintenance, temperature,
photoperiod and end-of-experiment protocol OR state that the study did not involve samples collected from the field.

Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance
was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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Clinical data

Policy information about clinical studies

All manuscripts should comply with the ICMJE guidelines for publication of clinical research and a completed CONSORT checklist must be included with all submissions.

Clinical trial registration  Provide the trial registration number from ClinicalTrials.gov or an equivalent agency.

Study protocol Note where the full trial protocol can be accessed OR if not available, explain why.
Data collection Describe the settings and locales of data collection, noting the time periods of recruitment and data collection.
Qutcomes Describe how you pre-defined primary and secondary outcome measures and how you assessed these measures.

Dual use research of concern

Policy information about dual use research of concern

Hazards

Could the accidental, deliberate or reckless misuse of agents or technologies generated in the work, or the application of information presented
in the manuscript, pose a threat to:

Yes

[] Public health

|:| National security

|:| Crops and/or livestock
|:| Ecosystems

XX X XX &

|:| Any other significant area

Experiments of concern

Does the work involve any of these experiments of concern:

=z
o

Yes

Demonstrate how to render a vaccine ineffective

Confer resistance to therapeutically useful antibiotics or antiviral agents
Enhance the virulence of a pathogen or render a nonpathogen virulent
Increase transmissibility of a pathogen

Alter the host range of a pathogen

Enable evasion of diagnostic/detection modalities

X X X X X X X
Ooogdoogo

Enable the weaponization of a biological agent or toxin

Any other potentially harmful combination of experiments and agents

ChlP-seq

Data deposition
|:| Confirm that both raw and final processed data have been deposited in a public database such as GEO.

|:| Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.

Data access links For "Initial submission" or "Revised version" documents, provide reviewer access links. For your "Final submission" document,
May remain private before publication. | provide a link to the deposited data.

Files in database submission Provide a list of all files available in the database submission.
Genome browser session Provide a link to an anonymized genome browser session for "Initial submission" and "Revised version" documents only, to
(e.g. UCSC)

enable peer review. Write "no longer applicable" for "Final submission" documents.

Methodology

Replicates Describe the experimental replicates, specifying number, type and replicate agreement.

Sequencing depth Describe the sequencing depth for each experiment, providing the total number of reads, uniquely mapped reads, length of reads and
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Sequencing depth whether they were paired- or single-end.

Antibodies Describe the antibodies used for the ChIP-seq experiments; as applicable, provide supplier name, catalog number, clone name, and lot
number.

Peak calling parameters | Specify the command line program and parameters used for read mapping and peak calling, including the ChIP, control and index files

used.
Data quality Describe the methods used to ensure data quality in full detail, including how many peaks are at FDR 5% and above 5-fold enrichment.
Software Describe the software used to collect and analyze the ChiP-seq data. For custom code that has been deposited into a community

repository, provide accession details.

Flow Cytometry

Plots

Confirm that:
|:| The axis labels state the marker and fluorochrome used (e.g. CD4-FITC).
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|:| The axis scales are clearly visible. Include numbers along axes only for bottom left plot of group (a 'group' is an analysis of identical markers).
|:| All plots are contour plots with outliers or pseudocolor plots.

|:| A numerical value for number of cells or percentage (with statistics) is provided.

Methodology

Sample preparation Describe the sample preparation, detailing the biological source of the cells and any tissue processing steps used.

Instrument Identify the instrument used for data collection, specifying make and model number.

Software Describe the software used to collect and analyze the flow cytometry data. For custom code that has been deposited into a
community repository, provide accession details.

Cell population abundance Describe the abundance of the relevant cell populations within post-sort fractions, providing details on the purity of the
samples and how it was determined.

Gating strategy Describe the gating strategy used for all relevant experiments, specifying the preliminary FSC/SSC gates of the starting cell

population, indicating where boundaries between "positive" and "negative" staining cell populations are defined.

|:| Tick this box to confirm that a figure exemplifying the gating strategy is provided in the Supplementary Information.

Magnetic resonance imaging

Experimental design

Design type Indicate task or resting state; event-related or block design.

Design specifications Specify the number of blocks, trials or experimental units per session and/or subject, and specify the length of each trial
or block (if trials are blocked) and interval between trials.

Behavioral performance measures  State number and/or type of variables recorded (e.q. correct button press, response time) and what statistics were used
to establish that the subjects were performing the task as expected (e.g. mean, range, and/or standard deviation across

subjects).
Acquisition
Imaging type(s) Specify: functional, structural, diffusion, perfusion.
Field strength Specify in Tesla
Sequence & imaging parameters Specify the pulse sequence type (gradient echo, spin echo, etc.), imaging type (EPI, spiral, etc.), field of view, matrix size,
slice thickness, orientation and TE/TR/flip angle.
Area of acquisition State whether a whole brain scan was used OR define the area of acquisition, describing how the region was determined.

Diffusion MRI [ ]Used [ ] Notused




Preprocessing

Preprocessing software Provide detail on software version and revision number and on specific parameters (model/functions, brain extraction,
segmentation, smoothing kernel size, etc.).

Normalization If data were normalized/standardized, describe the approach(es): specify linear or non-linear and define image types used for
transformation OR indicate that data were not normalized and explain rationale for lack of normalization.

Normalization template Describe the template used for normalization/transformation, specifying subject space or group standardized space (e.g.
original Talairach, MNI305, ICBM152) OR indicate that the data were not normalized.

Noise and artifact removal Describe your procedure(s) for artifact and structured noise removal, specifying motion parameters, tissue signals and
physiological signals (heart rate, respiration).

Volume censoring Define your software and/or method and criteria for volume censoring, and state the extent of such censoring.

Statistical modeling & inference

Model type and settings Specify type (mass univariate, multivariate, RSA, predictive, etc.) and describe essential details of the model at the first and
second levels (e.g. fixed, random or mixed effects; drift or auto-correlation).

Effect(s) tested Define precise effect in terms of the task or stimulus conditions instead of psychological concepts and indicate whether
ANOVA or factorial designs were used.

Specify type of analysis: [ | Whole brain [ | ROI-based [ | Both

Statistic type for inference Specify voxel-wise or cluster-wise and report all relevant parameters for cluster-wise methods.
(See Eklund et al. 2016)

Correction Describe the type of correction and how it is obtained for multiple comparisons (e.g. FWE, FDR, permutation or Monte Carlo).

Models & analysis

n/a | Involved in the study
|:| |:| Functional and/or effective connectivity

|:| |:| Graph analysis

|:| |:| Multivariate modeling or predictive analysis

Functional and/or effective connectivity Report the measures of dependence used and the model details (e.g. Pearson correlation, partial correlation,
mutual information).

Graph analysis Report the dependent variable and connectivity measure, specifying weighted graph or binarized graph,
subject- or group-level, and the global and/or node summaries used (e.g. clustering coefficient, efficiency,
etc.).

Multivariate modeling and predictive analysis Specify independent variables, features extraction and dimension reduction, model, training and evaluation
metrics.

S
Q
o
c
=
®
O
O
=
©)
=
—
@
O
O
=1
S
@
wv
c
3
3
D
=
2




	The WHO estimates of excess mortality associated with the COVID-19 pandemic

	Process, methods and data

	Global, regional and income group summary

	Selected country summary


	Discussion

	Online content

	Fig. 1 Global excess and reported COVID-19 deaths and death rates per 100,000 population.
	Fig. 2 Global and WHO region P-scores (excess deaths relative to expected deaths).
	Fig. 3 The 25 countries with the highest total estimated excess deaths between January 2020 and December 2021.
	Fig. 4 Mapping estimated P-scores (excess deaths relative to expected deaths).
	Fig. 5 The 25 countries with the highest mean P-scores (excess deaths relative to expected deaths).
	Fig. 6 Mapping the ratio of total excess deaths to total reported COVID-19 deaths.
	Extended Data Fig. 1 Mapping the availability of all-cause mortality data.
	Extended Data Fig. 2 Overview of modelling strategy to produce excess mortality estimates for all countries.
	Extended Data Fig. 3 Excess mortality densities and ranking probabilities for select countries.
	Extended Data Fig. 4 Excess rates over time and ranking probabilities for select countries.
	Extended Data Table 1 Cumulative reported COVID-19 and excess mortality measures by region.
	Extended Data Table 2 Cumulative reported COVID-19 and excess mortality measures by income group.




